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PHYSICAL PROBLEMS OF DECISION-MAKING CONSTRAINTS†
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Abstract The question is posed as to whether the behavior of living matter gives us any reason to reconsider fundamental physical principles. How is the problem of language likely to influence our concepts of physics? The problems of neuronal activity are felt to be too complex to confront directly with physical principles. We need to understand the physical basis of all symbolic activity on a more fundamental level. 

I am looking for problems of neuronal and organis​mic behavior that demand the attention of the physicist, not because he hopes he can solve the problem of how the brain works, but because this behavior makes him reconsider some fundamental problems of physics. Perhaps this thinking also will result in a better understanding of how the brain works, but that is not the principle stimulus. 

What kinds of problem are of this type? First there is what Wigner (1967) calls 'the most funda​mental question of all'-the mind-body question. Physicists were forced to review this ancient ques​tion when they found that it was impossible to formulate quantum theory without considering the process of observation as a classical event (e.g., Bohr, 1958; von Neumann, 1955). The difficulty arises when we try to find an objective criterion for deciding when an observation has occurred, or equivalently, to decide when we should change from the quantum language to the classical language in describing an observation. Wigner (1967) .has argued that since all inanimate matter must in principle be describable in the quantum language, it must be the consciousness of the observer where the switch to classical language becomes unavoid​able. Wigner is therefore led to suggest that at the level of the brain where consciousness plays a role the equations of quantum mechanics may have to be modified. Similar doubts, or hopes, have been expressed by molecular biologists when they turn to the problems of neurobiology (e.g., Stent, 1968; Delbrück, 1970). 
Life Depends on Records 
I have taken the point of view that the question of what constitutes an observation in quantum mechanics must arise long before we reach the complexity of the brain. In fact, I propose elsewhere (Pattee, 1971a) that the gap between quantum and classical behavior is inherent in the 
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distinction between inanimate and living matter. To state my argument briefly, I would say that living matter is distinguished from non-living matter by its evolu​tion in the course of time, and that this evolution depends on a degree of constraint in a physical system that enables records of past events to control its future behavior. I argue that the very concept of a record is classical in the same sense that a measurement is classical, both depending on dis​sipative constraints which reduce the number of alternative types of behavior available to the system. The brain, of course, also makes records and uses them to control the body, but before we decide to study the recording process at this level, it is well to remember that the brain is the latest and probably the most intricate set of coordinated constraints resulting from some three or four billion years of natural selection of large popula​tions of individuals, each controlled by hereditary memories of enormous capacity. Furthermore, the selection process has taken place through interac- 
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tions with evolving ecosystems whose dynamics are not yet well understood. 

Life Depends on Coordinated Constraints 

In addition to the use of records, there is a second uni​versal property of life which I regard as fundamental to our interpretation of physical laws, and that is the coordination of all biological activities by hierarchical controls. Many biologists do not regard the origin of coordinated or functional behavior in matter as a physical problem since they accept the theory of evolution in the form of survival of the fittest as a sufficient explanation. However, this evades the question of the origin of any level of coordinated activity where new functions appear. Specifically it evades the problem of the origin of life, that is, the origin of a minimal set of coordin​ated constraints which write and read records. This course of recorded evolution has continued to generate level upon level of coordinated, hier​archical constraints from the rules of the genetic code to the rules of the languages of man, and vet we have almost no evidence and hardly any theory of how even one of these control levels arose. For this reason it appears to me that the significant activities of matter and of the mind are separated by level upon level of integrated control hierarchies with the gulfs between each level still hidden by inscrutable mysteries. 

If we are to make any progress at all in confront​ing basic physical principles with the behavior of such hierarchical organisms, then we must begin at the lowest possible level. I have chosen the con​cept of decision-making to characterize the basic function of a hierarchical control process. I want to consider the simplest examples of decision ​making in physical terms in order to see what problems arise. Decision-making is, of course, the principle function of the brain, but that does not mean that the essential physics of the brain's function is best studied by looking at such a complex structure. 

Decisions Require Two Levels of Constraint 

What is a decision? A decision is a classification of alternatives according to some rules. A decision implies a two-level process in which a number of alternatives generated at the lower level is reduced by some evaluative rules at the upper level. Why must we call this a 'two-level' process? Why is it not possible to describe, all on the same level, a number of alternative events and rules for deter​mining which event occurs? The necessity for levels of description can be seen roughly in the following way. On the one level, the alternatives must be possible. or in some sense physically representable, for if any alternative were totally impossible then deciding' against it is a vacuous process. But on another level, in so far as the rules or constraints of decision-making are effective, some of these alternatives actually became impossible, or at least improbable. Now we cannot speak of an event as being both possible and impossible under the same set of laws or rules, and therefore decision-making must occur at a level using different rules than the level where the rules allow alternatives. 

   But where do the principles of physics enter the decision-making process? Fundamental laws of motion do not include alternatives. That is, physicists divide the world into initial conditions and laws of motion in such a way that the initial conditions give as complete a picture of the state of the system as possible and the laws of motion tell us that the state of the system will change in time in a deterministic way. This leaves no room for alternatives. In the case that the initial condi​tions are not known we make the further assump​tion that they have no inherent regularities and hence we may treat them as random (e.g., Wigner, 1964). Any other form of behavior of a physical system requires some additional, auxiliary rules which are represented as equations of constraint. Not all forms of constraint allow alternatives, but only remove or freeze-out specified degrees of freedom for all time. However, decision-making constraints must in some sense distinguish alterna​tive behavior of the system as well as indicate a rule for choosing which alternative is actually followed in the course of time. By formally intro​ducing decision-making constraints as certain time​-dependent relations between variables, we appear to be adding new 'laws of motion' to the system, but since we know they are the result of only local and arbitrary structures we shall refer to such constraints a~ rules rather than laws. To the extent that such new rules describe the significant behavior of the system we have no more need of the funda​mental physical description in terms of the laws of motion. This is why a computer, when It IS repre​sented abstractly as a network of ideal rules or noise-free switches, has nothing to do with physical laws. This separation of law and rule is precisely what I want to avoid in my discussion, for I am 
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trying to understand exactly where physical laws enter the rules of decision-making constraints. 

Classical and Quantum Mechanical Decisions 

The first problem of physics, then, is to understand what it means to say that constraints classify dynamical systems so as to allow alternative possibilities, and what type of constraints effectively decide which alternative to follow according to a rule. The generation and reduction of alternatives is closely related to the primitive concepts of state​ description and measurement. In classical mechanics we conceive of the state of a system as one actual case of a set of possible alternative configurations. All the other alternative configurations are in some sense virtual. That is, we can imagine or describe these alternatives, but they exist only as descrip​tions. By measurement we decide which alternative is 'real'. The process of measurement is therefore accomplished by devices which we would call 'decision-making' constraints. However, in the classical picture, the essential point is that the decision is made on the alternative descriptions, and therefore it has no necessary effect on the 'real' situation. For this reason we say that classical measurement and decision-making need not affect the state of the system in any crucial way. 

Quantum mechanics forces us to look at decision-​making in a more unified way. The state of a system in quantum mechanics is itself made up of a sum of alternatives. This results from the principle of superposition which says that an arbitrary linear sum of possible states is also a possible state, and this principle sharply distinguishes the classical from the quantum concept of state-description and measurement. By a measurement process in quantum mechanics we also decide what state the system is actually in, but since the state itself before measurement consisted of alternatives, we have un​avoidably altered this state by the measurement. This alteration is known as the reduction of the state vector, but the essential point is that it cannot be accounted for by the equations of motion,. Therefore, unlike the classical case, all measurements and decision-making processes in quantum mech​anics affect the state of the system in a profound and unavoidable way. 

Now, as we said, we are looking for the simplest possible decision-making constraints in a physical system, so we might naturally be led to ask whether this primitive device should be considered as a classical or quantum mechanical system. Certainly in one sense it appears simpler to think of a classical decision-making constraint since that is the only kind that man has been able to manu​facture and connect up in functional machines, computers and control devices. It is this classical picture which we have extended by analogy to all levels of the nervous system, from the single nerve cell to the brain, although we still do not know how the basic decision-making constraints work or even what they are. 

On the other hand, we could argue that any decision-making device which we describe classic​ally is only understood in an approximate way, and furthermore, for smaller and smaller devices the approximation will become less and less valid as the quantum mechanical aspects of its motion become increasingly significant. For example, con​sidering the enzyme molecule as an elementary decision-making constraint, we find that a classical picture of its chemical structure is conceptually useful, but still totally inadequate when it comes to explaining its catalytic power or its specificity in a quantitative way. However, if we try to express the idea of a decision-making constraint in quantum mechanical language we immediately are con​fronted with the serious difficulties of the measure​ment problem which we have already mentioned. Let me summarize this situation again with a bit more physical detail. 

The Measurement Problem 

In both classical and quantum mechanics the decision process is a two level process. In classical mechanics the lower level requires a dynamical description where the alternatives are represented by different initial conditions and the upper level requires a statistical description of the measuring device. Any decision which decreases two initially equiprobable initial conditions to one (a binary choice) at the dynamical level must be compensated by an increase in the alternatives (entropy) at the statistical level. This well-known trade of entropy for information is at a cost equivalent to a dissipa​tion of approximately kT per binary decision (bit) (e.g., Brillouin, 1962). The constraint which accomplishes this decision must allow more alternatives in the initial configuration of the system than is available under the constrained motion of the system. In other words, the constraint results in fewer degrees of freedom of the dynamical motion than are necessary to specify the configura​tion of the system. This is called non-holonomic 
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constraint (e.g., Sommerfeld, 1952; Whittaker, 1937). 

In quantum mechanics the lower level is the microscopic dynamical (pure state) description, where the alternatives are represented as a super​position of vectors, and the upper level is described as a measurement which reduces the alternatives by a projection transformation. However, there is no simple way to describe any device which actually accomplishes this measurement process (Daneri, Loinger and Prosperi, 1962). At some stage the description must become classical since the final result of the measurement can be expressed only in ordinary language (Bohr, 1958). Attempts to impose non-holonomic equations of constraint only serve to emphasize the difficulty in interpreting measurement and decision processes in quantum theory (Eden, 1951). 

This severe conceptual and formal difficulty in relating the quantum level of behavior to man's ordinary language for describing classical events is the subject of much discussion which we cannot even summarize here (e.g., see Ballantine, 1970 and references therein). There is often the implication that our brains 'think classically' because they have only interacted directly with the macroscopic classical world. But in molecular biology we extend this classical thinking right down to the single molecule. For example, we speak of the enzyme molecule as recognizing its substrate in the classical sense of deciding whether any molecule it collides  with fits the 'description' of the substrate as represented by the shape of the substrate binding site. The indication of a positive decision is the catalytic step. But this is not a valid, empirically testable way of looking at enzyme catalysis. We never actually can measure what is going on dynamically in a single enzyme and substrate molecule; we only measure collective, statistical variables such as rates and concentrations. There​fore we really do not know the nature of the decision-making event. We do not even know if any classical model of an enzyme as a non-holonomic constraint will account for the specificity and speed 


of its decision-making. 
, 

Therefore in spite of very helpful classical models of decision-making constraints such as enzymes, there is still a good possibility that the speed and reliability as well as the coordination of decision-​making events in living systems depend on quantum mechanical coherence and that it is precisely this dependence which allows the reliable, persistent and intricate evolution of living matter not found in classical or statistical structures. 

The general idea of the dependence of life on quantum mechanical properties is not new. Schrödinger (1944) pointed out that it was really the classical laws that were statistical and that any hereditary memory the size of the gene would have to evade the thermodynamic tendency to disorder by persisting in a quantum mechanical stationary state. He also suggested that the macroscopic or classical order in living systems must somehow be a reflection of this quantum mechanical order, but he gave no suggestion as to how the quantum mechanical order was to act as a constraint on the classical order. London (1961) wondered if the unique quantum mechanical long-range order found in superfluids would not provide the possi​bility for entirely precise motion of biological molecules isolated from the dissipative processes of classical structures, but again he did not suggest how such motion would act as recording or decision​making constraints. 

The Reading and Writing Problem 

My own approach to how physical laws are related to life begins with the fact that living matter is controlled by genetic records. The key problem is not the record vehicle itself-we know DNA structure in great detail-but how this structure comes to be interpreted or read out as the over​riding hierarchical control on the actions of the organism. I do not mean here simply knowing the rules of the genetic code but the actual dynamics of a codon recognition process and the subsequent reaction. The results of the read out process-the actions-we interpret as classical events at all levels, from the choice of a specific amino acid in forming a protein molecule to the brain's choice of words in forming a sentence. By classical events I mean that we do not treat them as superpositions of states but as discrete, definite events which occur with a certain precision or probability. On the other hand, the probability of these events must depend on the detailed dynamics of the read out con​straints, and if we are to know the physical basis of life we must find out if these detailed dynamics are consistent with quantum mechanical principles or not. 

Wigner (1967) has argued that at the level of consciousness the equations of quantum mechanics may have to be modified by non-linear relations, but since he distinguishes consciousness only in terms of its function as the ultimate observer I see 
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no reason why the same argument should not be used (to the extent that it is valid) at the most elementary level where a classical record results from a quantum mechanical wave function.! r would tend to shift this fundamental problem of quantum mechanical measurement away from formalism and look at how any natural record comes to be written and interpreted. What r would like to do is take the physicist, philosopher, and even the biologist out of the picture as far as possible and then ask what meaning we can give to the writing and interpreting of records of the most primitive type. How can we objectively distinguish when a physical structure functions as a record? How do we know when a physical event represents a decision? How can we tell when a molecule con​tains a message? 

The Language Problem 

I cannot imagine any answer to this type of question about the meaning or interpretation of symbolic processes without presupposing some form of generalized language structure. I am thinking now of language in the broadest possible sense, including not only the highly evolved an abstract languages of man and the much more primitive genetic code, but any coordinated set of constraints or rules by which classes of physical structures are trans​formed into specific actions or events. The essential condition for a language is the coordination of its rules, not in the choice of particular rules which generally appear arbitrary. The concept of meaning and interpretation for symbols does not make any sense when applied to single structures, but only to the relations between structures. For this reason I would say that a single decision or record isolated from a set of constraints which can transform classes of such decisions or records into a coordinated activity does not have a meaning or interpretation. 

This problem of the coordination of decision-making constraints is complementary to the problem of describing the dynamics of a single decision process. To be more explicit, I mean that whether or not a particular dynamical process is a: decision or not can only be answered in the context of some coordinated set of language constraints. In exactly the same way, whether or not a particular molecule is a message can only be answered in the context of a coordinated set of rules which forms a language structure (Pattee, 1970). For example, whether a DNA molecule is or is not a record or message depends entirely on whether or not there exists a complete set of coding enzymes, RNAs and ribosomes to actually read the message. In the same way, whether or not the detailed dynamics of a gas can be interpreted as a pressure depends on the existence of a constraint which forms a measur​ing device for pressure. One could object that a real constraint need not exist to define pressure, but only the description of such a constraint. However, the point is that any meaning of description pre​supposes a language, and this language must at some stage be physically represented as a set of real constraints. In other words, however abstract they may be, all symbols and rules must have a real physical embodiment. 

The Origin Problem 

We are led then to our second problem-the physical basis of coordinated constraints which read and write records. Such a coordinated set of constraints r call a generalized language structure. The most universal example of such a language structure is the genetic writing and reading system in which the genetic coding constraints provide the essential read out transformations. What is perhaps most striking about this highly coordinated set of constraints is that it forms the basis for all levels of biological evolution over as long a time span as we can find data, and yet there is no evidence that this set of constraints has itself undergone any significant change. We therefore have theories of biological evolution based on the pre-existence of this genotype-phenotype code, but no idea of how this coordinated set of constraints came into existence (e.g., Crick, 1968; Orgel, 1968). 

This mysterious origin problem is not limited to the genetic code, but is characteristic of all new levels of hierarchical control where a new set of coordinated constraints forms a new language structure which can make decisions about the alternative behavior of the level below. The problem of the origin and nature of coordinated constraints which effectively interpret records and make decisions is therefore a universal problem of all life. Alternatively, we could say that the most fundamental function of coordination in biology is 

1To my assertion that the incompleteness of quantum mechanical description begins before the phenomenon of consciousness, Wigner replied (private communication): “I believe I understand your arguments in this regard and concur with you. The reason for my arguing on the basis of consciousness was indeed that in this case I could adduce evidence for the incompleteness, whereas I could not do this at a lower level.” 
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to establish generalized language constraints which allow structure at one level to be interpreted as descriptions and executed as decisions at the higher level. It is in this sense we say that a language system is necessary to establish and execute hierarchical controls (Pattee, 1971 b). 

This association of coordinated constraints with language structures and hierarchical controls does not directly alleviate the problem of origins, but at least it points to the central difficulties. We know some fundamental properties of language structures and control hierarchies which are universal, and we may hope for some hints on how to explain specific origin problems by applying general theories of language and hierarchical control. There are two such universal properties which I believe are particularly significant, the self-referent property and the property of arbitrariness (e.g., Harris, 1968). 

The self-referent property of language constraints operates at two levels, and for this reason it serves to establish hierarchical control. At the lower level a language structure must be able to describe its own grammar or code rules, and at the upper level it must be able to interpret its own descriptions (i.e., it must contain its own metalanguage). For ex​ample, the genetic system not only describes the enzymes and RNAs which execute the coding rules, but also describe control molecules which can interpret messages which turn on and off the expression of structural genes. Metalanguage statements are necessary if there is to be any coordinated function in addition to self-replication, and hence it is necessary for the evolution of new functions. 

A fundamental question is how simple a set of physical constraints can we find which will exhibit these self-referent properties. This in turn requires a clearer understanding of the minimum logical conditions for language. It would also seem to me that any higher cognitive functions must have these self-referent properties in one form or another in order to evolve new levels of hierarchical control, but again the level of complexity of the brain may not be the most efficient place to start (e.g., Minsky, 1967). ' 

The property of arbitrariness in symbolic systems is well known but not well understood. Arbitrary is used here in the mathematical sense of chosen precisely, but without further significance to the choice. In physics we might say that initial conditions can be chosen arbitrarily without affecting the equations of motion. In the same way the symbol vehicles of a language may be chosen 

arbitrarily without affecting the grammar. In biology it is very likely that certain amino acid sequences may be arbitrarily chosen without altering the function of the protein. In the case of the genetic code there is no good evidence either way, but it does not appear unreasonable that life could exist just as well with entirely different codon-​amino acid assignments, Similarly we can imagine a reasonably similar form of life with a different set of amino acids or different nucleotides, although at this stage of our knowledge we simply do not know that aspect of biological structure is arbitrary and what is inherently determined. 

This property of arbitrariness suggests that the essential properties of coordinated constraints arise only because of the relations or interactions be​tween the constraints which were there from the beginning, and not because of some special struc​ture or property of a particular macromolecule. 

One more related observation about the evolu​tion of languages and hierarchical control which may be useful for studying exceedingly complex neuronal organization is that the multiplicity of effective constraints which can perform a type of function decreases as the precision of function increases. In a complementary sense, the multi​plicity of effective descriptions of a type of structure decreases as the resolution of the decision-making constraints increases. Consequently, at the earliest stages of new hierarchical controls we may expect a broad class of constraints executing decisions of low specificity. It is important as experimental observers of primitive evolving or learning organiza​tions not to impose our own high resolution classi​fications to differentiate structures which have no inherent functional difference in the primitive system. 

SUMMARY 

To conclude I want to return to the question of whether the behavior of living matter gives us any reason to reconsider fundamental physical prin​ciples. How is the problem of language likely to in​fluence our concepts of physics? In the first part of the discussion I tried to show that as long as we used classical dynamical and statistical language we could represent decision-making, recording, and measurement processes as dissipative non​holonomic constraints. However, when we try to describe this type of classification process in the 
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language of quantum mechanics we run into serious conceptual and formal differences. What​ever the formal solution may turn out to be we still end up using classical language to describe the results of a decision, record, or measurement. This suggests that the biological decision-making con​straints may have as much to do with our languages of physics as our equations of physics have to do with the language of decision-making, perhaps even more since life arose before physics. In other words, whether or not a particular molecular structure makes a decision may depend on the objective existence of a coordinated set of con​straints in the context of which the number of alternative descriptions is actually reduced. Quan​tum mechanical language would then be a descrip​tion of matter at a simple enough level that no such constraints can exist. This view does not solve the problem of how coordinated constraints originate, but at least it allows us to view the brain and consciousness as only a very highly evolved and intricate case of such constraints. What we need to do, then, is search for the simplest possible language structures in which decision-making and recording assume an objective meaning, and which hopefully will be simple enough to describe with more clarity than has been possible so far for quantum mechanical measuring processes. 

At the present time I feel that problems of neuronal activity are too complex to confront directly with physical principles. We still have too vague a concept of primitive language constraints and too specialized a view of natural laws to recognize the key questions. We need to under​stand the physical basis of all symbolic activity on a more fundamental level. The history of the matter-mind paradox as well as the measurement problem of quantum mechanics should give us great respect for the difficulties. 
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