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How Does a Molecule Become a Message?

                           H. H. PATTEE

W. W. Hansen Laboratories of Physics, Stanford University, Stanford, California 94305

INTRODUCTION

The theme of this symposium is "Communication in Develop​ment," and, as an outsider to the field of developmental biology, I am going to begin by asking a question: How do we tell when there is communication in living systems? Most workers in the field prob​ably do not worry too much about defining the idea of communica​tion since so many concrete, experimental questions about develop​mental control do not depend on what communication means. But I am interested in the origin of life, and I am convinced that the prob​lem of the origin of life cannot even be formulated without a better understanding of how molecules can function symbolically, that is, as records, codes, and signals. Or as I imply in my title, to under​stand origins, we need to know how a molecule becomes a message. 

More specifically, as a physicist, I want to know how to distin​guish communication between molecules from the normal physical interactions or forces between molecules which we believe account for all their motions. Furthermore, I need to make this distinction at the simplest possible level, since it does not answer the origin question to look at highly evolved organisms in which communica​tion processes are reasonably clear and distinct. Therefore I need to know how messages originated. 

Most biologists will say that, while this is an interesting question, there are many problems to be solved about "how life works," be​fore we worry about how it all began. I am not going to suggest that most of the "how it works" problems have been solved, but at the same time I do not see that knowing much more about "how it works" in the current style of molecular biology and genetics is likely to lead to an answer to origin problems. Nothing I have learned from molecular biology tells me in terms of basic physical principles why matter should ever come alive or why it should evolve along an en​tirely different pathway than inanimate matter. Furthermore, at every hierarchical level of biological organization we are presented 
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with very much the same kind of problem. Every evolutionary inno​vation amounts to a new level of integrated control. To see how this integrated control works, that is, to see how the physical implemen​tation of this control is accomplished, is not the same as understand​ing how it came to exist. 

The incredible successes of biochemistry in unraveling the genetic code and the basic mechanism of protein synthesis may suggest that we can proceed to the next hierarchical level with assurance that if we pay enough attention to molecular details, then all the data will somehow fall into place. I, for one, am not at all satisfied that this kind of answer even at the level of replication should be promulgated as the "secret of life" or the "reduction of life to ordinary physics and chemistry," although I have no doubt that some of these molec​ular descriptions are a necessary step toward the answer. I am even less satisfied that developmental programs will be comprehended only by taking more and more molecular data. 

Let me make it quite clear at this point that I believe that all the molecules in the living cell obey precisely the laws of normal physics and chemistry (Pattee, 1969). We are not trying to understand molec​ular structure, but language structure in the most elementary sense, and this means understanding not only "how it works," but how it originated. Nor do I agree with Polanyi's (1968) conclusion that the constraints of language and machines are "irreducible"; although I do believe Polanyi has presented this problem ― a problem which is too often evaded by molecular biologists ― with the maximum clarity. Whatever the case may be, it is not likely that an acceptable resolu​tion of either origin or reduction problems will come about only by taking more data. I believe we need both a theory of the origin of hierarchical organization as well as experiments or demonstrations showing that the hierarchical constraints of a "language" can actu​ally originate from the normal physical constraints that hold mole​cules together and the laws which govern their motions. 

It is essential in discussions of origins to distinguish the sequence of causal events from the sequence of control events. For example, the replicative controls of cells harness the molecules of the environ​ment to produce more cells, and the developmental controls harness the cells to produce" the organism; so we can say that development is one level higher than replication in the biological hierarchy. One might argue then that insofar as developmental messages turn off or on selected genes in single cells according to specific interactions 
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with neighboring cells, they can only be a later evolutionary elabora​tion of the basic rules of self-replication. 

However, I believe we must be very cautious in accepting the conclusion of the evolutionary sequence too generally, and especially in extending it to the origin of life. Single, isolated cells clearly ex​hibit developmental controls in the growth of their structure, so that messages must be generated by interactions of the growing cell with its own structure, so to speak. But since this characteristic structure is certainly a part of the "self' which is being replicated, it becomes unclear how to separate the developmental from the rep​licative controls. Furthermore, it is one of the most general charac​teristics of biological evolution that life has increasingly buffered itself from the changes and ambient conditions of the environments. This buffering is accomplished by establishing hierarchical levels of control that grow more and more distinct in their structure and func​tion as evolution progresses. But we must remember that these hier​archical levels always become blurred at their origin. Therefore, when viewing a highly evolved hierarchical organization we must not confuse the existing control chains in the final hierarchical sys​tem with the causal chains or evolutionary sequence of their origin. 

Our own symbolic languages have many examples of hierarchical structure which do not correspond to a causal order or the sequence in which the structures appeared (e.g., Lenneburg, 1967). The evo​lution of all hierarchical rules is a bootstrap process. The rules do not create a function-they improve an existing function. The func​tions do not create the rules-they give the rules meaning. For ex​ample, stoplights do not account for how people drive ― they help people drive more effectively. Nor does traffic create stop lights. ​Traffic is the reason why stop lights make sense. 

Therefore it is reasonable to consider the hypothesis that the first "messages" were expressed not in the highly integrated and precise genetic code that we find today, but in a more global set of geophysi​cal and geochemical constraints, which we could call the primeval "ecosystem language," from which the genetic code condensed in much the same way that our formal rules of syntax and dictionaries condensed from the functional usage of primitive symbols in a com​plex environment. If this were indeed the case, then it would be more likely that "developmental replication" in the form of external cycles not only preceded autonomous "self-replication," but may have accounted for the form of the genetic code itself. 
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SOME PROPERTIES OF LANGUAGES AND SYMBOLS 

The origin of languages and messages is inseparable from the ori​gin of arbitrary rules. It is a general property of languages and sym​bol systems that their constraints are arbitrary in the sense that the same function can be accomplished by many different physical and logical structures. For example in the case of human language we find many symbol vehicles and alphabets, many dictionaries and syntac​tical rules, and many styles of writing, all of which function ade​quately for human communication. The same is true for the machine languages which man has invented to communicate with computers; and as for the physical embodiment of these language structures it is clear, at least in the case of the machine, that the particular phys​ical structures which perform the logic, memory, reading and writing functions are almost incidental and have very little to do with the essential logical constraints of the language system itself. 

The arbitrariness in primitive biological languages is less clear. We know that there are many examples of differing organ design with essentially the same function. On the other hand, the univer​sality of the genetic code could be used as an argument against arbi​trariness in biological languages. This would be a weak argument at present, however, since the origin of the code is completely unknown. Furthermore, the only experimental evidence, which is meager, in​directly supports the "frozen accident" theory (Crick, 1968) which implies that almost any other code would also work. 

The "frozen accident" theory also illustrates what I have found to be a principle of hierarchical structures in general, a principle that may be stated as a principle of impotence: Hierarchical organizations obscure their own origins as they evolve. There are several ways to interpret this. We may think of a hierarchical control as a collective constraint or rule imposed on the motion of individual elements of the collection. For such a constraint to appear as a "rule" it must be much simpler than the detailed motions of the elements. The better the hierarchical rule, the more selective it is in measuring particular details of the elements it is constraining. For example, a good stop​light system does not measure all the dynamical details of the traffic, but only the minimum amount of information about the time and di​rection of cars which, in principle at least, makes the traffic flow as safely and rapidly as practical. This essential simplification, or loss of detail is also what obscures the origin of the rule. 
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This ill-defined property of simplification is common to all lan​guage and machine constraints, and hierarchical systems in general ― that the essential function of the system is "obscured" by too many details of how it works. One well-known example is our spoken language. If while speaking about these problems I were to begin thinking about the details of what I am saying ― the syntax of my sentences, my pronunciation, how the symbols will appear on the printed page ― I would rapidly lose the function of communication, which was the purpose of all these complex constraints of the lan​guage in the first place. In the same way the function of a computer, or for that matter an automobile or a watch, would be lost if to use them we always had to analyze the mechanical details of their com​ponents. I would say that the secret of good communication in gen​eral lies in knowing what to ignore rather than in finding out in great detail what is going on. 

Therefore as a preliminary answer to our first question of how we distinguish communication between molecules from the normal physical interactions, I suggest that one necessary condition for the appearance of a message is that very complex interactions lead to a very simple result. The nonliving world, at least as viewed by the physicist, often ends up the other way, with the simplest possible problem producing a very complicated result. The more details or degrees of freedom that the physicist considers in his problem the more complex and intricate becomes the solution. This complexity grows so rapidly with the number of particles that the physicist very quickly resorts to a drastic program of relinquishing all detailed knowledge, and then talks only about the statistics of very large ag​gregations of particles. It is only through some "postulate of igno​rance" of the dynamical details that these statistical descriptions can be used consistently. Even so, the passage from the dynamical description to the statistical description in physics poses very deep problems which are unavoidably related to the communication of information or messages from the physical system to the observer (Brillouin, 1962). If we accept this general idea that communication is in some way a simplification of a complex dynamical process, then we are led by the origin problem to consider what the simplest com​munication system can be. Only by conceiving of a language in the most elementary terms can we hope to distinguish what is really essential from the "frozen accidents." 
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WHAT IS THE SIMPLEST MESSAGE? 

The biological literature today is full of words like activator, in​hibitor, repressor, derepressor, inducer, initiator, regulator. These general words describe messengers, specific examples of which are being discovered every day. I would simplify the messages in all these cases by saying they mean "turn on" or "turn off." It is difficult to think of a simpler message. But taken by itself, outside the cell or the context of some language, "turn on" is not really a message since it means nothing unless we know from where the signal came and what is turned on as a result of its transmission. It is also clear that the idea of sending and receiving messages involves a definite time sequence and a collection of alternative messages. "Turn on" makes no sense unless it is related by a temporal as well as by a spatial network. On the other hand, one must not be misled by the apparent simplicity of this message. For when such simple messages are concatenated in networks, logicians have shown us that the de​scriptive potential of such "sequential switching machines" or "automata" are incredibly rich, and that in a formal sense they can duplicate many of the most complex biological activities including many aspects of thought itself. Almost all molecular biological sys​tems operate in this discrete, on-off mode rather than by a continu​ous modulation type of control. Since many essential input and out​put variables are continuous, such as concentration gradients and muscle movements, this poses the serious problem, familiar to logicians as well as computer designers, of transcribing discrete vari​ables into continuous variables and vice versa. The transcription process also determines to a large degree the simplicity as well as the reliability of the function. 

If the simplest message is to turn something on, then we also need to know the physical origin and limits of the simplest device that will accomplish this operation. Such a device is commonly called a switch, and we shall use this term, bearing in mind that it is defined by its function, not by our design of artificial switches that we use to turn on lights or direct trains. The switch is a good example of an element with an exceedingly simple function―it is hard to imagine a simpler function―but with a detailed behavior, expressed in terms of physical equations of motion, which is exceedingly complex. Switches in certain forms, such as ratchets and Maxwell demons, have caused physicists a great deal of difficulty. In a way, this is con​trary to our intuition since even a small child can look at a switch 
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or a ratchet and tell us "how it works." With considerably more effort, using more sophisticated physical and chemical techniques, it may soon be possible to look at allosteric enzyme switches and explain "how they work." 

We must bear in mind, however, that in both cases there are always deeper levels of answers. For example, the physical descrip​tion "how it works" is possible only if we ignore certain details of the dynamical motion. This is because the switching event which produces a single choice from at least two alternatives is not sym​metrical in time and must therefore involve dissipation of energy, that is, loss of detailed information about the motions of the particles in the switch. As a consequence of this dissipation or loss of detail it is physically impossible for a switch to operate with absolute pre​cision. In other words, no matter how well it is designed or how well it is built, all devices operating as switches have a finite probability of being "off' when they should be "on," and vice versa. This is not to say that some switches are not better than others. In fact the en​zyme switches of the cell have such high speed and reliability com​pared with the artificial switches made by man that it is doubtful if their behavior can be explained quantitatively in terms of classical models. Since no one has yet explained a switch in terms of quan​tum mechanics, the speed and reliability of enzymes remains a serious problem for the physicist (Pattee, 1968). But even though we cannot yet explain molecular switches in terms of fundamental physics, we can proceed here by simply assuming their existence and consider under what conditions a network of switches might be expected to function in the context of a language. 

WHAT IS THE SIMPLEST NATURAL LANGUAGE? 

We come now to the crucial question. An isolated switch in nature, even if we could explain its origin, would have no function in the sense that we commonly use the word. We see here merely the simplest possible instance of what is perhaps the most fundamental problem in biology-the question of how large a system one must consider before biological function has meaning. Classical biology generally considers the cell to be the minimum unit of life. But if we consider life as distinguished from nonliving matter by its evo​lutionary behavior in the course of time, then it is clear that the isolated cell is too small a system, since it is only through the com​munication of cells with the outside environment that natural selec- 
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tion can take place. The same may be said of developmental systems in which collections of cells create messages that control the replica​tion and expression of individual cells. 

The problem of the origin of life raises this same question. How large a system must we consider in order to give meaning to the idea of life? Most people who study the origin of life have made the assumption that the hierarchical structure of highly evolved life tells us by its sequence of control which molecules came first on the primeval earth. Thus, it is generally assumed that some form of non​enzymatic, self-replicating nucleic acid first appeared in the sterile ocean, and that by random search some kind of meaningful message was eventually spelled out in the sequence of bases, though it is never clear from these descriptions how this lonely "message" would be read. Alternatively, there are some who believe the first impor​tant molecules were the enzymes or the switches which controlled metabolic processes in primitive cell-like units. I find it more reason​able to begin, not with switching mechanisms or meaningless mes​sages, but rather with a primitive communication network which could be called the primeval ecosystem. Such a system might con​sist of primitive geochemical matter cycles in which matter is cata​lytically shunted through cell-like structures which occur spontane​ously without initial genetic instructions or metabolic control. In my picture, it is the constraints of the primeval ecosystem which, in effect, generate the language in which the first specific messages can make evolutionary sense. The course of evolution by natural se​lection will now produce better, more precise, messages as measured in this ecological language; and in this case signals from the outside world would have preceded the autonomous genetic controls which now originate inside the cell. 

But these speculations are not my main point. What I want to say is that a molecule does not become a message because of any partic​ular shape or structure or behavior of the molecule. A molecule be​comes a message only in the context of a larger system of physical constraints which I have called a "language" in analogy to our nor​mal usage of the concept of message. The trouble with this analogy is that our human languages are far too complex and depend too strongly on the structure and evolution of the brain and the whole human organism to clarify the problem. We are explaining the most simple language in terms of the most complex. Anyway, since the origin of language is so mysterious that linguists have practically 
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given up on the problem, we cannot expect any help even from this questionable analogy. What approaches, then, can we find to clarify what we mean by the simplest message or the simplest language? 

THE SIMPLEST ARTIFICIAL LANGUAGES 

The most valuable and stimulating ideas I have found for studying the origin of language constraints has come from the logicians and mathematicians, who also try to find the simplest possible formal languages which nevertheless can generate an infinitely rich body of theorems. A practical aspect of this problem is to build a computer with the smallest number of switches which can give you answers to the maximum number of problems. This subject is often called "automata theory" or "computability theory," but it has its roots in symbolic logic, which is itself a mathematical language to study all mathematical languages. This is why it is of such interest to mathematicians: all types of mathematics can be developed using this very general language. The basic processes of replication, de​velopment, cognitive activity, and even evolution, offer an intriguing challenge to the automata theorist as fundamental conceptual and logical problems, and also to the computer scientist who now has the capability of "experimental" study of these simulated biological events. There is often a considerable communication gap between the experimental biologist and the mathematician interested in bio​logical functions, and this is most unfortunate, for it is unlikely that any other type of problem requires such a comprehensive approach to achieve solutions. 

But let us return to our particular problem of the origin of lan​guage structure and messages. What can we learn from studying artificial languages? As I see it, the basic difficulty with computer simulation is that whenever we try to invent a model of an elemen​tary or essential biological function, the program of our model turns out to be unexpectedly complex if it actually accomplishes the de​fined function in a realistic way. The most instructive examples of this that I know are the models of self-replication. I shall not discuss any of these in detail, ,but only give the "results." It is possible to imagine many primitive types of mechanical, chemical, and logical processes which perform some kind of replication (e.g., Penrose, 1958; Pattee, 1961; Moore, 1962). It is also quite obvious that most of these systems have no conceivable evolutionary potential, nor can one easily add on any developmental elaborations without re​designing the whole system or causing its failure. 
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The first profound model of a self-replicating system that I know, was that of the mathematician John von Neumann (1956), who ex​plicitly required of his model that it be capable of evolving a more elaborate model without altering its basic rules. Von Neumann was influenced strongly by the work of Turing (1937), who carried the concept of computation to the simplest extreme in terms of basic operations with symbols, and showed that with these basic rules one can construct a "universal" machine which could compute any func​tion that any other machine could compute. Von Neumann also made use of the McCulloch and Pitts (1943) models of neuronal switching networks in his thinking about replication, but he extended both these models to include a "construction" process, which was not physically realistic, but which allowed him to describe a "universal self-replicating automaton" which had the potential for evolution and to which developmental programs could be added without changing the basic organization of the automaton. 

But what was the significance of such a model? What impressed von Neumann was the final complexity of what started out as the "simplest" self-replicating machine that could evolve. He concluded that there must be a "threshold of complexity" necessary to evolve even greater complexity, but below which order deteriorates. Fur​thermore, this threshold appeared to be so complex that its spon​taneous origin was inconceivable. 

Since von Neumann's work on self-replication, there have been further serious logical attempts to simplify or restate the problem (e.g., Arbib, 1967a; Thatcher, 1963). Automata theory has also been used to describe developmental processes (e.g., Apter and Wolpert, 1965; Arbib, 1967b). But the basic results are the same. If the pro​gram does anything which could be called interesting from a bio​logical point of view, or if it can even be expected to actually work as a program on any real computer, then such programs turn out to be unexpectedly complex with no hint as to how they could have originated spontaneously. For example, one of the simplest models of morphogenesis is the French Flag problem, in which it is required that a sheet of self-replicating cells develop into the pattern of the French Flag. This can be done in several ways (e.g., Wolpert, 1968), but the program is not nearly as simple as one might expect from the simplicity of the final pattern it produces. 

It is the common feeling among automata theorists, as well as com​puter programmers, that if one has never produced a working, 
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developmental, replicative, or evolutionary program, then one is in for a discouraging surprise. To help popularize this fact, Michie and Longuet-Higgins (1966) published a short paper called "A Party Game Model of Biological Replication" which will give some idea of the logic to the reader who has had no computer experience. But as computer scientists emphasize, there is no substitute for writing a program and making it work. 

Why are all biological functions so difficult to model? Why is it so difficult to imitate something which looks so simple? Indeed, func​tional simplicity is not easy to achieve, and very often the more stringent the requirements for simplicity of function, the more diffi​cult will be the integration of the dynamical details necessary to carry out the function. While it is relatively easy to imagine ad hoc "thought machines" that will perform well-defined functions, the structure of real machines is always evolved through the challenges of the environment to what are initially very poorly defined func​tions. These challenges usually have more to do with how the ma​chine fails than how it works. In other words, it is the reliability, stability, or persistence of the function, rather than the abstract concept of the pure function itself, which is the source of structure. We can see this by studying the evolution of any of our manmade machines. Of course in this case man himself defines the general function, but how the structure of the machine finally turns out is not determined by man alone. The history of timepieces is a good example. It is relatively easy to see superficially with each escape​ment or gear train "how it works," but only by understanding the requirements of precision and stability for "survival," as well as the environmental challenges to these requirements in the form of temperature variations, external accelerations, corrosion, and wear, can we begin to understand the particular designs of escapements, gear teeth, and power trains which have survived. 

Our understanding of the genetic code and of developmental pro​grams is still at the "how does it work" level, and although we may be able to trace the evolutionary changes, even with molecular de​tail, we have almost no feeling for which details are crucial and which are incidental to the integrated structure of the organism. The analytical style of molecular biology, which has brought us to this level, first recognizes a highly evolved function and then proceeds to look at the structures in more and more detail until all the parts can be isolated in the test tube, and perhaps reassembled to function 
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again. But if we wish to explain origins or evolutionary innovations, this style may be backward. 

If we believe that selective catalysts or "switching molecules" do not make messages by themselves, then we should study not them by themselves, but in switching networks as they might have oc​curred in a primitive "sterile" ecosystem. Nor should we try, if we are looking for origins, to design switching networks to perform well​ defined functions such as universal self-replication or the develop​ment of a French Flag morphology, since there is no reason to expect such functions to exist in the beginning. A more realistic approach would be to ask what behavior of more or less random networks of switching catalysts would appear because of its persistence or sta​bility in the face of surrounding disorder. In other words, we should look not for the elements that accomplish well-defined functions, but for the functions that appear spontaneously from collections of well​defined elements. How can this be done? 

THE SIMULATION OF ORIGINS 

The experimental study of the origin of function or any evolution​ary innovation is exceptionally difficult because, to observe such in​novation naturally, we must let nature take its course. For the crucial innovations we are discussing, like the origin of molecular messages, language constraints, and codes, nature has already taken its course or is going about it too slowly for us to observe. So again we are left with computer simulation of nature, hoping that the underlying dy​namics of the origin of hierarchical organization is so fundamental that it can be observed even in a properly designed artificial en​vironment. 

The essential condition for the study of "natural" origins in arti​ficial machines is that we cannot overdefine the function that we hope will originate spontaneously. In other words, we must let the computer take its own course to some degree. A good example of this strategy has been reported by Kauffman (1969). In this example he constructed a "random network" of "random switches" and then observed the behavior. The switches were random in the sense that one of the 2k Boolean functions of the k inputs to each switch was chosen at random. Once chosen, however, both the switch func​tion and the network structure connecting inputs and outputs of the switches were fixed. 

The significant results were that for low connectivity, that is, two or three inp.uts per switch, the network produced cycles of activity 
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that were both short and stable ― short compared to the enormous number of states, and stable in the sense that the network returns to the same cycle even if a switch in that cycle is momentarily off when it should be on, or vice versa. Kauffman pictured his network as a very simple model of the genetically controlled enzymatic proc​esses in the single cell; I believe, however, this type of model would more appropriately represent a primeval ecosystem in which                 ini​tially random sequences in copolymer chains begin to act as selec​tive catalysts for further monomer condensations. With the al​lowance for the creation of new switching catalysts, we would expect condensation of catalytic sequences produced by the switching cycles, to act very much like a primitive set of language constraints. The copolymer sequences would then represent a "record" of the cycle structure. 

In our own group, Conrad (1969) has taken a more realistic view of the physical constraints that are likely to exist on the primitive sterile earth, as well as the competitive interactions and require​ments for growth that must exist between replicating organism in a finite, closed matter system. These competitive growth con​straints have been programmed into an evolutionary model of a multi-niche ecosystem with organisms represented by genetic strings subject to random mutation and corresponding phenotypic strings which interact with the other organisms. Although this program includes much more structure than the Kauffman program, neither the species nor the environmental niches are initially con​strained by the program, but they are left to find their own type of stability and persistence. The population dynamics is determined, not by solving differential equations that can only represent hypo​thetical laws, but by actually counting the individuals in the course of evolution of the program. Such a program to a large extent finds its own structure in its most stable dynamical configuration, which we can observe in the course of its evolution. 

These computer programs illustrate one approach to the study of the origin of the language constraints we have been talking about. They are empirical studies of the natural behavior of switching networks which do not have specific functions designed into them. This is the way biological constraints must have evolved. But even so, you will ask whether these computer simulations are not too far removed from the biological structures, the cells, enzymes, and hormones that are the real objects of our studies. 

This is true ― the computer is quite different from a cell ― but this 
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disadvantage for most studies of "how it works" is also the strength of such simulation for origin studies. The crucial point I want to make is that the collective behavior we are studying in these models is not dependent on exactly how the individual switches work or what they are made of. We are not studying how the switches work, but how the network behaves. Only by this method can we hope to find developmental and evolutionary principles that are common to all types of hierarchical organizations. Only by studies of this type can we hope to separate the essential rules from the frozen accidents in living organisms. 
THE ROLE OF THEORY IN BIOLOGY 

There has always been a great difference in style between the physical and biological sciences, a difference which is reflected most clearly in their different attitudes toward theory. Stated bluntly, physics is a collection of basic theories, whereas biology is a collection of basic facts. Of course this is not only a difference in style but also a difference in subject matter. The significant facts of life are indeed more numerous than the facts of inanimate matter. But physicists still hope that they can understand the nature of life without having to learn all the facts. 

Many of us who are not directly engaged in studying develop​mental biology or in experimenting with particular systems of com​munication in cells look at the proliferation of experimental data in developmental biology, neurobiology, and ecology and wonder how all this will end. Perhaps some of you who try to keep up with the literature wonder the same thing. Living systems are of course much more complicated than formal languages, or present computer programs, since living systems actually construct new molecules on the basis of genetic instruction. But even with a few simple rules and small memories, we know it is possible to write "developmental" programs that lead to incredibly rich and formally unpredictable behavior (e.g., Post, 1943). Therefore in the biological sciences it is not altogether reassuring to find that all our data​ handling facilities, our journals, our symposia, our mail, and even our largest, quickest computers are overburdened with informa​tion. The physicist Edward Condon once suggested that the whole scientific endeavor will come to an end because this "data collec​tion" does not converge. Certainly if our knowledge is to be ef​fective in our civilization, we must see to it that our theoretical 
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conceptions are based on the elements of simplicity that we find in all our other integrated biological functions; otherwise our knowl​edge will not survive. 

What we may all hope is that the language constraints at all levels of biological organization are similar to the rules of our formal languages, which are finite and relatively simple even though they are sufficient to generate an infinite number of sentences and meanings. We must remember, at the same time, that the potential variety of programs is indeed infinite, and that we must not consume our experimental talents on this endless variety without careful selection based on hypotheses which must be tested. Of course we shall need more experimental data on specific messenger molecules and how they exercise their developmental controls. But to under​stand how the molecules became messages, and how they are de​signed and integrated to perform with such incredible effectiveness, we must also account for the reliability of the controlling molecules as well as the challenges and constraints of the ecosystem which controlled their evolution. This in turn will require a much deeper appreciation of the physics of switches and the logic of networks. 
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